***Instructions***

Given the deep neural network architecture below, write all the formulas required for updating the weights in the network. Use **Gradient Ascent**, on-line method.

**Neural network architecture:**

* 2 inputs
* 2 outputs
* 2 hidden layers
* Activation function for output nodes = Sigmoid
* Activation function for all hidden nodes = Sigmoid
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Write the formulas in terms of the variables identified in the figure.

*nothing follows.*